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Introduction, Team and Project

• Work at LIRIS laboratory, in the DM2L Team, within the GEODE project

• Conducting a state-of-the-art review of methodologies for the identification 
of named entities (NP), nominal entities (NC), nested entities (ENE) and 
spatial relationships (Relation)

• Create a hybrid method for the recognition and classification of named 
entities and spatial relationship

3

Comparison of named entity recognition methods



Dataset Description

• NC-Spatial: a common noun that identifies a spatial entity (nominal spatial entity)
• NC-Person: a common noun that identifies a person (nominal person entity)

• NP-Spatial: a proper noun identifying the name of a place (spatial named entities)
• NP-Person: a proper noun identifying the name of a person (person named entities)
• NP-Misc: a proper noun identifying entities not classified as spatial or person

• ENE-Spatial: nested spatial entity
• ENE-Person: nested person entity
• ENE-Misc: nested named entity not classified as spatial or person

• Relation: spatial relation
• Latlong: geographic coordinates
• Head: entry name
• Domain-Mark: words indicating the knowledge domain

Dictionary composed of 2200 entries from “French Encyclopédie ou dictionnaire raisonné des sciences des arts et des 
métiers par une société de gens de lettres” (1751-1772)
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Method comparison

• CRF Model NER

• Joint-Label CNN Model (nested entities of all levels)

• Joint-Label Bi-LSTM Model (nested entities of all levels)

• SPAN BERT (nested entities of all levels)

• GPT and LLMs

Models
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CRF Model NER
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Train with a Gridsearch to tune hyperparameters for L1&L2 regularization
Features

• Token: Word form
• lower: Lowercase word form
• isdigit: True if word is a number else False
• isupper: True if word is all capital letter else False
• ispunct: True if word is punctuation else False
• isstop: True if word is empty else False
• len: Number of characters composing the word
• shape: Shape of the word 
• pos: Grammar part of the sentence (NOUN, VERB, etc)
• dep: Syntactic role of the word



Joint-Label CNN Model all levels 
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Training during 50 epochs with a learning rate 0.001



Joint-Label Bi-LSTM Model all levels 
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Training during 30 epochs with a learning rate 0.200
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SPAN BERT all levels
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Training during 30 epochs with a learning rate 0.0001

+0.3

-1.0

+0.0

+0.3

+2.2

+2.2

-1.1

-0.4

-1.4

+0.2

-1.2

-1.2

+1.7

+0.0 +0.0
+0.0

-2.1

+5.7

+0.0

+0.0

+4.6

-32.0

+1.3

-2.0

+1.0



Method comparison
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GPT and LLMs (Chat-GPT 3.5)
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Presenting the task and formatting examples



GPT and LLMs (Chat-GPT 3.5)
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     Prediction Ground truth

Entities not found

Wrong classification

Wrong boundaries



Conclusion, Reflection and perspectives

• Experiment other architectures for the named entities recognition

• Modify our GeoEDdA dataset to have a better balance between the 
different classes among sets (train, validation, and test)

• Hybrid Model (Base BERT+Grammatical rules)

• Clean code and release on Github 
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Questions ? 


